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Abstract

Audio Augmented Reality (AAR) consists of adding spatial audio entities into
the real environment. Existing mobile applications combined with the a�ordances of
current technology open questions around interactive and collaborative AAR. This
study proposes an experiment to examine how can spatial audio prompt and support
actions in interactive AAR experiences; how distinct auditory information inuences
collaborative tasks and group dynamics; and how can gami�ed participatory AAR
enhance storytelling. We are developing an AAR interactive multiplayer game
experience using the Bose Frames (BF) Audio Sunglasses. Four participants at a
time go through a gami�ed story that attempts to interfere with group dynamics,
hence prompting them to reect on the negative e�ects of using digital devices.
A�ordances provided by BF are harnessed creatively to navigate and interact with
the AAR content. We here present the AAR collaborative platform that we built
and our game in terms of experience design. We then outline the user experiments
that we conducted, from preliminary testing with BBC R&D sta� to testing the �nal
experience. We then detail the testing methodology that we used and the quantitative
and qualitative analysis that we conducted in order to answer our research question.
At last, we give insights about methodologies for participatory storytelling in AAR
and future developments.
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1 Introduction

In the past few years, the technological development of 3D audio for headphones
using binaural audio has facilitated the delivery of Audio Augmented Reality (AAR)
experiences. AAR consists of adding spatial audio entities into the real environment
[26]. The technology has been applied to a range of �elds such as teleconferencing,
accessible audio systems, location-based games or education. AAR Research has
mainly been focusing on the perception of sound quality [44], realism, discrimination
between real and virtual sounds [26], or adaptation to the system [21]. Yet, interaction
and collaboration remain under-researched.

One of the big challenges is acoustic transparency, so that the user can stay
connected to his environment as if he had no headphones. Bose Frames (BF)
audio sunglasses [11] are a newly available wearable AAR consumer technology that
embed the speakers and technology in the frame of the sunglasses, and are therefore
perfectly acoustically transparent. This has the potential to blend real world with
augmented sounds and o�ers new opportunities for AAR experiences or applications
and multiplayer interaction.

Figure 1: BoseFrames

This project was conducted in collaboration with Anna Nagele, from my 2019
Media and Arts Technology cohort. I personally worked on building the AAR
architecture, implementing and designing the game on iOS, and also the 3D audio
aspects and sound design. Anna worked on the game narration and game logic.
We then conducted the testing and analysis together. We developed an interactive
AAR multiplayer experience, for four players at a time, that encourages human
interactions. Our prototype, Please Con�rm you are not a Robot, explores three
research questions:

� RQ1: How can spatial audio prompt and support actions in interactive AAR
experiences?

� RQ2: How does distinct auditory information inuence collaborative tasks and
group dynamics?

� RQ3: How can gami�ed participatory AAR enhance storytelling?

In order to answer our research questions, we �rst conducted a pilot study with a
group of four participants, and then a user study with four groups of four participants.
All participants had di�erent levels of expertise in 3D audio and augmented reality.

Section 2 gives a theoretical overview of AAR and related studies. Section 3
outlines the concept development and design of the multiplayer game and provides a
description of the game mechanics. Section 4 describes the AAR infrastructure and
implementation challenges. Section 5 looks at the research methodology. Section 6
focuses on the results of the experiments. Section 7 analyses the results and section
8 discusses them. Section 9 concluded the report.
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2 Background

2.1 Binaural Audio

In AAR, 3D audio is often rendered over headphones using binaural audio. This
technique relies on three di�erent cues to spatialize a sound that reaches the listener’s
ears [9]:

� Interaural Time Di�erences (ITD) between the listener’s ears
� Interaural Level Di�erences (ILD) between the listener’s ears
� Spectral Cues, that depend on the reections, absorption, and di�raction of

an incoming sound with the listener’s body, and mostly the shape of the head,
pinnae, and shoulders. These morphological criterion are thus individual, and
modeled by the Head Related Transfert Functions (HRTF).

Because of their individual nature, choosing the HRTF pair that best suits a
listener remains a challenge. Using generic HRTF can result in front-back inversions,
sound timbre artifacts, or externalisation issues [7]. These issues are more noticeable
in static than in dynamic binaural, which consists of the addition of a headtracking
system, and also increases the user immersion and localisation accuracy. As shown
by Begault [8], optimal localisation can be achieved using headtracking, a synthesis
of a virtual room (reverberation), and the use of individual HRTFs. A valuable asset
of wearable devices is that they can o�er headtracking possibilities and thus make
dynamic binaural audio more widely available.

The type of headphones used is also important. Indeed, the more acoustically
transparent it is (in terms of impedance), the better the binaural rendering will be
[37]. Therefore, open-headphones can achieve better results in terms of binaural
rendering than closed headphones. This is very promising regarding the use of devices
like Bose Frames sunglasses, which are perfectly acoustically transparent.

According to Rajar’s 2015 survey, a third of the United Kingdom adult population
listens to radio over headphones (see �gure 2). Moreover, Rajar’s 2019 survey shows
that a listener spends in average 7 hours per week listening to live radio over
headphones, and that half of the audiobooks, podcasts, and digital tracks are listened
over headphones [40]. The connected world we live in, with the possibility to
listen audio programs at anytime and anywhere via connected devices (e.g tablets,
smartphones...) progressively change the listener’s behaviours. Therefore, in my
view, producing binaural audio content and imagining new audio formats that the
audience could experience over headphones becomes more and more relevant.

2.2 Audio Augmented Reality

Representations of the AAR sound �eld can be either natural or pseudoacoustic. For
the former, virtual audio entities are directly added to the auditory real environment.
For the latter, binaural microphones are added into the listener’s ears and directly
routed to the earphones so that the listener perceives a synthesized version of his
environment. This system is also called "hear-through" audio and has a common
example with hearing aids. In all cases the aim is that the user should not be able to
determine which ones of the sources are real and which ones are not. This requires
using high-quality 3D audio rendering [26] but is also linked to the feeling of presence
in virtual environments (VEs).
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Figure 2: Pro�les of people listening to radio over headphones

The feeling of presence has been studied in depth in the virtual reality (VR)
literature but remains under-explored in AAR. It consists of both perceptive aspects
(what the user feels in the space with his di�erent senses) and cognitive aspects. The
latter aspects are particularly linked with the concept of a�ordances [23]. This means
that the virtual scene and objects have to make sense to the user (regarding his
background), to match his mental model, in order to allow him to get the feeling of
"being there", in the environment. The relationship between immersion and presence
is complex, and, contrary to a common assumption, they di�er. Immersion is more
linked with the system’s technology and the possibilities that the system o�ers to
immerse the user in a VE [16]. Though, higher immersion can often be correlated
with higher cumbersomeness and calibration requirements regarding the equipment
used, which can hinder the feeling of presence. This leads Cummings et al. [16]
to wonder "How immersive is enough?". Though, the literature does often assume
that higher immersion contributes to a higher presence, and that higher presence
contributes to a higher performance. But very little is known about those links. In
our case, our study does not aim at evaluating the feeling of presence in AAR as a
primary objective, but at giving some insights about it in AAR. Indeed, we bene�t
from using BF that o�ers a fantastic opportunity to look at these aspects. Lastly,
some questionnaires can be used to evaluate the feeling of presence in VEs, such as
Slater-Usoh-Steed questionnaire (SUS) or the Igroup Presence Questionnaire (IPQ).
The IPQ seem to provide a good reliability within a reasonable timeframe [42].

We could imagine to complement AAR experiences with the use of haptics. So
far, this �eld remains unexplored, except for some studies. For instance, Kinaptic
[25] is an audio-only accessible and competitive game in stereo audio using haptics
that uses a shared auditory space between sighted and blind people. It provided
good results in terms of engagement and fun for all the users. Yet, to our knowledge,
nothing is known about the use of haptics with AAR in 3D audio.

In the next section, we provide a list of the challenges that remain in AAR.
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2.3 Challenges

� Acoustically transparent devices - Previous AAR studies have mainly focused
on hear-through audio, but delivering AAR with transparent earphones remains
under-explored. Questions arise about a seamless integration of audio entities onto
the real auditory environment. BF is one of the �rst open-ear system that exists
(see section 4.1). The mixed reality Microsoft Hololens glasses are another open-ear
system that can render dynamic binaural audio and holographic 3D images, using
small loudspeakers, a camera, eye tracking, and headtracking sensors integrated in
the frame of the glasses [29]. Bone conduction headsets can also be used to render
binaural audio. Despite some localization accuracy issues, good externalization
and spatial discrimination can be achieved, even with elevation [5, 4].

� Sound design - Designing sounds in ARR needs more investigation, but binaural
audio allows to increase the user immersion in comparison to stereo audio [14].

� Mixing - Mixing remains a challenge due to the dynamic nature of real sounds that
change over time in both level and frequency. This can lead to an inappropriate
balance between virtual and real sounds, and audio masking. To face it, some
studies focus on implementing dynamic gains instead of static ones [38].

� Real-time audio effects - To our knowledge, the possibility to modify the
listener’s auditory environment in real-time is under-explored, apart from some
studies that look at audio prototyping software such as PureData [43].

� Individual vs Collaborative experiences - Most AAR applications remain
individual. Yet, some studies have focused on collaboration through location-based
AAR games in stereo, using sounds triggered at speci�c locations [33, 20]. Others,
like Hear&There, have tried to allow the user to leave audio imprints (music,
sounds etc..) at particular locations, that can then be discovered by next users [41].
Regarding spatial AAR, the major LISTEN project (2003) allowed to wirelessly
stream individualised-rendered binaural audio in an indoor environment for a
maximum of eight users [19]. Then, Mariette and Katz [35] developed SoundDelta
in 2009, a mobile multi-user AAR art/research project devoted to public events.
They explored the potential of an Ambisonic cell approach to deliver personalized
audio to a large number of users over a speci�c area. A server wirelessly streams
ambisonic audio over WiFI to each user that depends on his position. It is
then decoded in an individual binaural audio mix by the user’s mobile device.
SoundDelta authorizes the audience to move through the augmented space and to
discover all the components of the sonic environment.

� Reverberation - Using a binaural arti�cial reverberation that matches the local
environment where the user is raises challenges, because the place cannot be
predicted in advanced. Yet, it would allow to more faithfully blend the augmented
environment with the real one. Jot [31] proposed a promising solution to face
this issue. He suggests a statistical reverberation model that uses a reverberation
�ngerprint of the space. The idea is to capture a single impulse response of the
space, or to analyse and monitor the sounds captured in real-time by the phone’s
microphone of the user, in addition to compute a reverberation rendering for
multiple virtual sound sources.

In the following section, we present the development of our AAR game and then
the architecture the we built.
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3 AAR Experience Design and Storytelling

As explained by Miller [36], every major technological advancement is followed by
storytelling using that technology. In our case, binaural technology, AAR, and mobile
devices possibilities have been expanding fast. AAR game design is speci�c because
only the auditory perception is involved. This implies a range of design possibilities.
On the one side, some designs aim at enabling users to carry out virtual tasks while
they can be engaged in other activities with their eyes, attention or hands [28]. On
the other side, some designs entirely involve the user in the virtual AAR tasks.

3.1 Concept Development

Headphones and similar devices have up until now contributed to a division of the
auditory spaces into private and public. BF in contrast do not create a sound
barrier to \real" auditory environment but still allow individual augmentation of
sonic experiences. In addition to this asset, we wanted to use BF in order to create
an AAR experience that would be di�erent from an audio-only experience over
headphones, using BF headtracking and gesture interaction possibilities (nodding,
shaking the head, tapping the sides of the glasses).

To explore our research questions, we decided to imagine and create a collaborative
AAR game. We were interested in fostering face-to-face interaction with a game
that would be immersive and enjoyable for a group of four players at a time. Our
hypothesis was that a game would make people involved in the experience, and
that we could then base our methodology on it. In order to achieve a good user
engagement several hypothesis were evoked: non-linearity and interactivity appeared
to be important; perfect 3D audio accuracy may not be needed.

Lyons et al. [33] suggest that AAR has potential to bring people together in
the same location and enhance social interactions. Considering the technological
opportunities and our research interest the experience is designed around three
features of AAR: Asymmetric information; Layering augmented sounds over \real
life" sounds; Triggering sounds with head gestures and movements.

3.2 Review of Existing Applications

A limited amount of applications for Bose AR exist. Some apps allow users to explore
a soundscape by selective listening [45], other ones use BF as a gaming device with
taps and head movements as interactions [3], or make use of the technology’s mobility
through soundwalks [15]. Dead Drop Desperado [18] is the only known game that
requires two players.

Apart from those Bose AR applications, spatial audio is used in immersive
theatre to create imaginary spaces and parallel realities [17]. AAR experiences often
assign a role to the user, asking him to perform. Looking at this in a multiplayer
context, this is reminiscent of choreography and theatre performance. The theatre
practice developed by theatre maker Augusto Boal [10] blurs the boundaries between
everyday activities and performance. It is used to rehearse for desired social change
[32]. Inspired by this practice, our game will result in a choreography prompting
users to observe, reenact and subvert behaviours around digital devices.

Valentin Bauer 7
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3.3 Game Overview

Please Con�rm you are not a Robot is a speculative �ction, constructed of four
individual games. At the start, each participant meets their guide who introduces
the scenario and the gesture controls: tapping, nodding and shaking head. In the
�rst game participants are prompted to simultaneously draw a circle with one arm,
and a cross with the other arm, in the air. Spatialised sounds of drawing a circle and
cross will play for some players alongside the movement. We will look at whether
sound cues have any e�ect on the participant’s performance.

For the second game participants pair up and mirror each other’s movements
while being prompted to ask each other questions. We will look at whether this
contributes to interpersonal closeness or a�ect between participants, or whether
di�erent layers of sound are distracting.

The third game uses BF as a gaming interface. A variety of noti�cation sounds
will appear in the sonic sphere around each participant. To turn them o� they have
to look at the sound and double-tap the side of the frames. Participants collect
points for each sound they turn o�. We will test di�erent feedback sounds for �nding
sounds in space.

The last game requires the participants to tap each other’s frames, following
prompts of what they like about each other, to collect points. We will look at the
interaction between participants. At the end, one participant will be separated from
the group with a separate story-line. They will become the agent to end the whole
experience by taking the other player’s sunglasses o� their face.

3.4 Game design

Early designs of interactive audio-only experiences highlighted the importance of
sound design [33]. Sounds have to be put in context with other sounds or narration
to establish a cause to e�ect relationship between the actions and the sounds, match
the player’s mental model [33], and thus present clear a�ordances (see section 2.2).
Since varying loudness levels are a challenge in AAR, we decided on a speci�c room
to conduct the experiments. We created the sound design with sounds gathered from
personal recordings or Freesound.org (under the Creative Commons Licence), and
using the software SoundParticles in combination with Reaper.

We designed the game for a persona that should not have any previous experience
with 3D audio to be able to enjoy it. Though, we are aware that people who already
have such experience may perceive 3D audio in a di�erent way and have di�erent
expectations, in comparison with people who have no experience.

Then, because we wanted the user to be entirely focused on the auditory elements
and gesture interactions, we minimized the interaction with the phone’s screen.
This required to create an ergonomic and minimal user interface (UI), to use an
appropriate game logic, and to clearly communicate in the game design about the
actions the user has to achieve [39].

To �nish with, we are using the BF sunglasses because of the possibilities that
they o�er (see section 4). Though, we are aware that their design can underlie some
mental models related to normal uses of sunglasses (e.g to protect from sun). Because
every user will bring his background of prior models to make sense of this object
and use it, we will take this phenomenon into account during the analysis to avoid
some possible biases (see sections 5 and 6).
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4 Audio Augmented Reality Architecture

4.1 Technical choices

In our modular AAR platform, we used BF because of their acoustic transparency,
headtracking system, user interaction possibilities (nodding, shaking the head, and
tapping the glasses) and ergonomics. BF have a Bluetooth low energy system. The
headtracking system has an accelerometer, gyroscope and magnetometer, and a
latency of around 200ms (higher than the 60ms optimal latency [12]). This may
a�ect audio localisation but the other BF aspects made it suitable to achieve a good
user engagement in the game. Indeed, one hypothesis was that since this system
is less bulky in comparison with normal headphones that include a headtracking
system, and since it does not cover the ears, BF may provide a good user engagement.
Since our system had to be modular and support 3D audio, GPS tracking, BF API,
and multiplayer possibilities, we chose to work with Unity software (version 2018.3
for compatibility). We worked with phones on iOS due to the compatibility with
BF SDK, but future developments may also include Android phones. BF API gave
us access to the sensor data of BF. We used Google Resonance Audio SDK for 3D
audio rendering because of its high-quality with 3rd-order ambisonics [24]. The
architecture also supports GPS tracking with Mapbox API [34], Audio Interactive
Programming with Pure Data using the Heavy Compiler [2], and gives access to the
phone’s a�ordances (sensors, vibrator).

Figure 3: AAR Architecture

4.2 UNet

For multiplayer collaboration we designed a Local Area Network (LAN) over WiFi
using the Unity’s UNet system. The �rst player who connects to the game is the
host. Being the host means that the player is a server and client at the same time.
The next players (clients) who want to play have to enter the host IP address on
their phone to join the game. This is only required for the �rst connection, since
the IP address is then stored on the client’s phone, using a singleton script in Unity.
The collaborative logic is summurized on �gure 4.
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Figure 4: Collaborative Logic

The server-client communication is explained on �gure 5. As in every networking
system, two communication paths are necessary: one communication path from the
clients to the server and a second communication path from the server to the clients.
To achieve it in UNet, the following functions are used:

� Command: Function called on a client that runs on the server
� RpcClient: Function called on the server that run on the clients
� SyncVar: Variable automatically synchronized from the server on the clients

Each client "owns" a player. This is handled using the hasAuthority function in
UNet. To give an example use of Command and RpcClient functions, imagine that
client 2 wants to update the state of the player 2 that he owns (see �gure 5). He �rst
has to change it for itself, then to run a Command function to tell the server to also
run the function. He �nally has to use an RpcClient function (embedded in the body
of the Command function) so that the server can tell all the clients to update their
information for player2. Additionally, Client 2 has to take care not to update his
state twice using the RpcClient. This is handled using the hasAuthority function.

Another example: When a client wants to update the state of every player (e.g
from player 1 to player 4) we here use a non-player object (here called GO for the
example) that is synchronized over the network. The logic is that the client has
to modify the state of one variable on GO. This variable is then updated using
Commands and RpcClient functions directly on GO so that all the clients and the
host can get the changes. Then, all the players have to constantly check the state of
the variables on GO in the update unity function. When they detect a change, they
can then update their own variables.

To �nish with, some objects are synchronised over the network, such as player
dependent objects, or objects that keep track of global variables such as counters.
But some asynchronised objects can also trigger events locally for each player. With
this system events can be player speci�c, and di�erent players can listen to di�erent
sounds synchronised over time. The networking logic is further explained in the
ReadMe �le (originally written for the github project) that I wrote (see appendix
A.1. A template of the project will soon be publicly available on github.

Valentin Bauer 10



Collaborative and interactive AAR Experience

Figure 5: UNet

4.3 Game design

As explained in section 3.4, we developed the game to be ergonomic so that the
user does not have to look at the screen when playing. The game starts with the
introduction panel with Pi introducing the user to the experience. Then the user
can go to each one of the games by clicking on the blue buttons (see �gure 6 left
picture). On �gure 6 is displayed the �rst game, Circles&Crosses. The game starts
when the host presses "Start Host" on the connection panel (top white button). The
clients have to enter the host IP Address (bottom white button) and then press
"Join Game" (middle game button). They then reach the online shared unity scene
for this game, which is composed of a minimal UI, in order not to attract the user
attention to much. Each player has the possibility to quit the game using the white
buttons at the top (one for the host and one for the client). Otherwise, they can
do the whole game and will be automatically disconnected at the end. When the
user �nishes a game he comes back to the main connection panel for this game. He
then has to press the black button called "Main Menu" to reach the Menu panel,
from which he can access the other games. All the details for the game logic and
programming side are further explained in the ReadMe (see appendix A.1.

Figure 6: Game UI: main panels - from left to right: Introduction panel; Cir-
cles&Crosses Menu; Circles&Crosses Game; Main Menu
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4.4 Remarks

Even if we �nally did not use GPS tracking because it was not needed for Please
Con�rm you are not a Robot, we created several prototypes using Mapbox API and
binaural audio during the development process. We tested two di�erent systems:
positioning sounds at speci�c GPS positions (1); de�ning GPS areas than can trigger
sounds when the user reach them (2). System (1) did not work very well due to
GPS inaccuracies. Indeed, the phones had a GPS precision of 6 to 10 meters. The
problem was that the objects did not appear exactly where originally positioned in
the space due to this inaccuracy, but also that with the GPS updates, the phone
did not detect the exact user positions which led to jerky movements. This made it
di�cult for a user to �nd the sound cues in the space when spinning his head. We
could argue that using the accelerometer of the phone or glasses in combination with
the GPS may have helped to increase the precision, but we did not have enough time
to try it. Conversely, system (2) worked very well. When a user moves in space and
reaches an area that is big enough (bigger than the GPS precision), it can trigger an
event (audio element). We think that this has a potential for storytelling and that it
would be interesting to explore it further in future studies.

5 Methodology

5.1 Testing

First, we conducted preliminary testing with a group of four participants from BBC
R&D to detect technical and narrative aws, that allowed to re�ne our prototype.
Second, we carried out a user study with four groups of four participants with
di�erent levels of expertise in 3D audio and AAR. The experiments lasted around one
hour and a half and took place at BBC Broadcasting House, in a space where people
always pass by, during two consecutive days. We used self-reported questionnaires
with both quantitative and qualitative questions, along with researchers’ observations
of the participants’ behaviours. The methodology is structured as follows:

1. Participants �ll in a consent form and pre-study questionnaire
2. After each game, participants answer speci�c questions about the game.
3. At the end, a post-study questionnaire assess aspects of the game and is

followed by a guided group discussion.

The pre-study questionnaire (see appendix A.2) asks 11 questions. Three are
about demographics, then seven address the previous experience of the participant.
The last one is about the feeling of connection of the participant with the group and
uses the "Inclusion of Other in the Self (IOS) Scale" [1]. Regarding the previous
experience of the participant, the �rst three questions focus on spatial audio, then
two questions concern immersive theatre and participation in group performances.
Finally, two questions are about the participant’s use of a smartphone and social
media accounts.

The post-task questionnaire (see appendix A.3) asks short questions at the end
of each game about the level of engagement and participant’s feelings. It allows to
get direct insights that the participant could have forgotten after the experience.
The questions are quite short to �ll in so that it does not disturb too much the ow
of the experiment. It consists of two questions for the Circles&Crosses game, four
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